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Event Details

S. No Date Name of event No of Student Venue
participants Coordinators
Online-
Webi Data Sci d MS
2/5/2020 ebinar on Data Science an
1 Machine Learning 110 All Teams
Online-
Why and How to learn MS
2 17/04/2020 Blockchain and Artificial All Teams
Intelligence 60
Online-
MS
3 17/08/2020 Workshop on Machine All Teams
Learning and Data Science 65
Online-
MS
4 22/10/2020 Smash Hack (Coding All Teams
Challenge) 70
line-
Workshop on Machine Online
Learning : Where & How to MS
4/3/2021 :
5 start?? 85 All Teams
Online-
6 25/3/2021 | Starting with Open Source All MS
from Scratch 60 Teams
Online-
7 26/8/2021 100 All MS
Al & ML What? Why? How? Teams
Online-
8 2/9/2021 | Building Blocks of Computer All MS
Vision: CNN 100 Teams
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Online-

9 11/11/21 Introduction to Natural All MS
Language Processing 120 Teams
Online-

10 11/2/22 All MS
Bringing Al to the Edge 150 Teams
Online-

Computer Vision CNNs and ALL MS
11 3/3/22 Neural Style Transfers 100 Teams

1. Al & ML What? Why? How?
The webinar profoundly explained the practical overview of how to pursue the fields of Al. Roles

and responsibilities of professional assignments in this field such as those of data scientists and ML
engineers were also looked into.
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2. Building Blocks of Computer vision: Convolution Neural Networks

She further explained a CNN as a type of ANN used in image recognition and processing that is
specifically designed to process pixel data. Live model was built using Keras from Tensorflow on a
Jupyter Notebook using Python. Furthermore, the students learned how the complexity can be reduced
using shared weights and nodes in a CNN.
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3. Introduction to NLP

The webinar explained the basics of NLP and where it is used. Text Mining was explained first. The
session was very interactive. The role of text was explained with real world examples. Label
extraction and text was explained thoroughly. Sorting of emails, blogs and articles using NLP was
touched upon.
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4. Starting with Open-Source from Scratch

The webinar profoundly explained the practical overview of how to get started with Open source
how contributions play a major role in making a healthy community where developers can access
the source code and solve issues in that code with raising pr’s
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5. Computer Vision CNNs and Neural Style Transfers

The speaker concluded by explaining that beginners often run into problems installing the software
because of different versions of Tensorflow but all such arising problems can be solved by referring
to GitHub. She further informed that Neural Style Transfer also has use case scenarios in data
augmentation. The event culminated with a round of audience questions being answered by the
speaker.

Define content and style representations

Usa the intermeciate layers of the madel 1o get the cantent and styfe representations of the image, Starting from the network’s input layer, the first few layer
activations represent low-level features like edges and textures. As you step through the network, the final few layers represent higher-level features —object
parts like wheels or ayes, In this case, you are using the VGG1S network a pretrained image network. These intermediat layers ar
necessary to define the representation of content and style from the images. For an input image, try to match the correspanding style and content target
representations &t these intermediate layers.

Load a V1 and test run it on our image to ensure it's used comectly:

x = tf.keras.applications.vggld.preprocess_input(content_image*255)

x = tf.image.resize(x, (224, 224))]

vqg = tf.keras.applications.VSG19(include top=True, weights='imagenet')
prediction probabilities = vgg(x)

prediction _probabilities.shape

© TensarShape([1, 1000])

predicted top 5 = Lf.keras.applications.vggld.decode predictions{prediction probabilities.numpy()}{0]
[(class _name, prob) for (number, class name, prob) in predicted top 5]
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‘Labrader_retriever', 0.5183527),
‘golden_retriever', 0.09888167),
‘Rhodesian_ridgeback', 0.08509662),
‘Saluki', 0.06659567),
‘Great_Dane’, 0.061556637)]
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In [45]: 1 wvgg = tf.keras.applicaticns .VGGli(include too=False. weichtss' imscenet ' )
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CNN: Convolutional Neural Networks

The architecture of a ConvNet is analogous to that of the connectivity pattern of Neurons in the
Human Brain and was inspired by the organization of the Visual Cortex. Individual neurons
respond to stimuli only in a restricted region of the visual field known as the Receptive Field. A
collection of such fields overlap to cover the entire visual area.
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6. Bringing Al to the Edge

The speaker also thoroughly explained how different Multinational brands are implementing the
Edge Al concept including NVIDIA Jetson, Intel Movidius NCS, etc. He also covered 5 examples to
show how Edge Al can interpret pictures in scenarios such as Smart City Cameras where since Edge
Inference doesn’t require data storage so frames can be anonymously analyzed to preserve privacy,
further it can be used to infer population density in a specific target area as well as the time of peak
population in the area,
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