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Abstract: 

A cheque is a payment instrument that requires high-cost 

processing in banks because it involves significant 

manual works. The usage of cheque still exists as an 

important non-cash payment instrument,eventhoughBank 

Negara Malaysia has imposed a new processing fee of 

RM0.50 per cheque since 2015. In this paper, we propose 

a digit recognizer where manual input of payee’s account 

number and cheque amount by the customer will be 

ceased to simplify the manual process at the cheque 

deposit machine. The handwritten account number and 

the cheque amount will be read by the digit recognizer 

automatically through the cheque image. The proposed 

automate process eases all the customers and reduces the 

recurring jobs done by bank staff which may cause input 

errors. The digit recognizer is developed 

usingConvolution Neural Network algorithm with 

preliminary accuracy of 99.65%. 
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1. Introduction 

In Malaysia, there are three basic types of the payment 

instrument used for a transaction, which included cash, 

cheque and electronic payment (e-payment). On the 

2ndofJanuary 2015, Bank Negara Malaysia (BNM) 

implemented a new pricing strategy on bank cheque, by 

imposing anew processing fee of RM0.50 per cheque [1]. 

The intention is to encourage customers to use e-payment 

and reduce paper-based payment instrument which 

involves manual process and high processing cost. 

According to Tan Sri Muhammad  

Ibrahim, the BNM Governor, from 2011 to 2016, the 

cheque processing cost per unit increased from RM3 to 

RM4 and it is estimated to reach RM6 by 2020 [2]. Even 

with the rapid development of other types of payment 

instruments especially e-payment, cheque remains an 

important non-cash payment instrument[3]. Statistics 

obtained from BNM [4] in Fig. 1, show that the number 

of cleared cheques decreased significantly since 2013 due 

to the announcement of the new processing fee imposed 

onthecheque-based transaction[1]. 

 

However, 118.3 million cheques were cleared in 2017 [4] 

which shows that cheques are still widely used for the 

transaction. Processing bank cheques manually using  

methods such as manual reading, verify and input the 

cheque’s information into the computer and so oncan be 

time-consuming thus leads to high labor cost and possible 

errors. Hence,  an effective and accurate method is 

required so as to improve productivity. To this end, we 

propose a new solution that simplifies and reduces errors 

on cheque processing. 

 

Ideally, there are two methodsto deposit a cheque, either 

through self-service cash deposit machine or usingthe bank 

counter. When using the cheque deposit machine, a 

customer requires to input manually the payee’s account 

number and cheque amount into the machine as shown in 

Fig.2. The manual input process has been partially reduced 

by bank staff as compared to depositing a cheque through 

the counter. However, the manual input process is time-

consuming for customers and there is a possibility of input 

error (human error) with this process. In the case of an 

error, more time is required to do the recurring job by bank 

staff as well as customers. 

 

Fig. 1. Statistic of Cheque Cleared from 2010 to 2017 [4] 

In this paper, we simplify the manual process done by 

customers, which is to input payee’s bank account number 

and cheque amount manually to deposit cheques at the 

self-service machine. Customers are only required to insert 

cheques into the cheque deposit machine as shown in 

Fig.3,thereafter, the remaining process is automated.

 

mailto:sookchin.chiew@student.usm.my
mailto:lawxinyuan@student.usm.my
mailto:renzhang@student.usm.my


Amity Journal of Computational Sciences (AJCS)   Volume 3 Issue 1 
ISSN: 2456-6616 (Online) 

  18 
www.amity.edu/ajcs 

 

 

 

Fig. 2.Process of cheque deposit at a self-service machine 

 

 

 

 

Fig. 3.Proposed new process of cheque deposit at a self-service machine 
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We propose a new digit recognizer that can automatically 

retrieve the account number and courtesy amount that is 

written on cheque instead of being inputted manually by 

customers. Some researches in the past introduced 

different solutions to read the information on the cheque, 

which includes the courtesy amount (numeric), legal 

amount (textual), signature and particularly written 

language such as English, French or Korea for cheque 

processing automation or auxiliary verification [5]. In 

Malaysia, there is a research conducted to develop the 

Bank Cheque Recognition System by using the neural 

network, however, researchers were not satisfied with the 

performance obtained[6]. To the best of our knowledge, 

none of the research and implementation have been done 

on digital recognition in Malaysia, especially in improving 

performance in thebanking domain. 

 

Our proposed solution aims to automate the cheque 

deposit process in Malaysia which will be beneficial to 

both bank staff and customers. Our proposed digit 

recognizer will incorporate with the cheque deposit 

machine. Customer isrequired to insert cheques into the 

machine and the machine will proceed to scan the image 

of cheque thenread the courtesy amount and bank account 

number based on the image that has been captured. 

The account number and courtesy amount written on the 

cheque can be categorized into two types:  printed form 

and handwriting form. Handwriting form will be the most 

challenging part for the computer to read as the 

handwritten style will vary for every person. In this paper, 

we focus on developing a digit recognizer that is can 

recognize handwriting digits on cheques to simplify the 

cheque deposit process. Recognition of handwriting digit 

is a complex problem compared to the common 

classification and regression problem. Hence, a deep 

learning algorithm will be used for the implementation of 

the digit recognizer. MNIST dataset [7],whichconsists of 

handwritten digits will be used to develop our digit 

recognizer. 

The remainder of this paper is structured as follows: 

Section 2 reviews some literature in image processing 

using Artificial Neural Network and Convolutional Neural 

Network. Section 3 describes the implementation approach 

employed. Results and discussion are presented in Section 

4. Section 5 concludes this paper while future works are 

presented in Section 6. 

2. Literature Review 

 

2.1 Digital Image Processing 

Image processing is an approach used to extract the image 

content from several visual features such as color 

histogram, texture histogram, shape, object and 

relationship, and to learn the pattern of the image through 

image analysis. Image processing consists mainly of three 

parts, which are pre-processing, image analysis and post-

processing. Pre-processing improves the performance of 

the image analysis. In this part, the image will be 

reconstructed and transformed into the format that eases 

and improves the image analysis. There are few tasks in 

this stage such as enhancing the visual qualities, 

compressing or resizing the image to ease the retrieving 

tasks; rotate the angle to make the object upright and so 

on. There are three types of image analysis: supervised or 

image classification, unsupervised or image clustering 

and reinforcement or finding their hidden associated rules. 

This paper will focus mainly on supervised learning 

(image classification). Post-processing is employed for 

the performance evaluation of the image model to 

guarantee its business value in implementing and making 

an explanatory report as well as information visualization. 

After constructing the classification model, the model will 

be tested and validated to ensure the efficiency of the 

model, so that the model is not overfitted or underfitted. 

The basic structure of image processing is shown in Fig.4. 

 

 

 

Fig. 4.The basic structure of image processing 
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Fig. 5. Input into a neural network [8] 

 

 
Fig. 6. The three-layers (input layer, hidden layer, and output layer) with its connection links [9] 

 

2.2 Image Recognition 

Image recognition is part of supervised learning in image 

analysis (that is, image classification). Image recognition 

is also known as visual interpretation, which identifies the 

digital images captured by computer vision technologies 

such as sensor, camera, scanner and so on. Image 

recognition is usually performed by deep learning. Deep 

learning is a subset of machine learning, which comprises 

algorithms for image recognition exposed by multiple 

layers of neural networks [10]. Deep learning transcends in 

recognizing objects in an image. The pattern of the image 

features will be learned, and the image will be classified 

through deep learning,Deep learning can be done by 

implementing artificial neural networks (ANN) to extract 

visual features from the image [11]. One of the 

fundamental visual features used for handwritten digits 

recognition is to assign greyscale for each pixel on an 

image. Thereafter, all the greyscale values are stored into 

an array for future computations in the image 

classification. Each artificial neuron in neural networks 

will represent a greyscale value for each pixel on an image 

as depictedin Fig.5. 

 

2.3 Artificial Neural Networks (ANN) 

ANN is the simplest neural networks in deep learning. 

Basically, the collection of artificial neurons is organized 

into three main layers, which are the input layer, the 

hidden layer, and the output layer[12].Each neuron 

undergoes computation with mathematical formulae such 

as weighted sum, sigmoid or tanh, from layer to layer. 

Connection acts as a bridge to join two layers, where each 

connection link carries a certain weight, 𝜔 and bias, 𝜀 for 

the input neuron, 𝑥𝑖 from the current layer to compute the 

value for the output neuron, 𝑦𝑗 at the next layer.Normally, 

the computation will generate the weighted sum function 

[13] as written below:  

𝑦𝑗 = ∑(𝜔𝑖 ∙ 𝑥𝑖)

𝑖

+ 𝜀𝑗 
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Instead of using the weighted sum function, there are 

many types of activation function such as ReLU[14]. The 

structure of basic three-layer neural networksconsisting of 

one input layer, one hidden layer, and one output layer is 

as shown in Fig.6. 

As all the neurons are computed by the function, ANN has 

the possibility of overfitting. WithANN, it is hard to 

understand the learned layer due to the dense connection 

that fully connects all neurons. Therefore, ANN should be 

improved by using different activation function, weight 

optimization, regularization, or noise reduction. Besides, 

more layers can be added to the filter and aggregate the 

image information carried by each image pixel.  

2.4 Convolutional Neural Networks (CNN) 

Generally, a deep neural network is made up ofmultiple 

hidden layers. The deeper the depth of the networks, the 

more accurate the performance of the recognition, 

meanwhile it takes longer time to train the model as 

well[15]. One of the deep learning algorithms that are 

suitable and commonly used for handwritten digit 

recognition is CNN [16]. CNN is spatially or fully 

connected between two consecutive layers, where each 

output neuron computes from a subset of the input 

neurons based on proximity. While passing through 

multiple layers, it sacrifices some generalizability for 

attaining a much more feasible solution[17]. In this case, 

the added computational load makes our network less 

sophisticated and thus minimizescomputational cost. 

CNN filters the raw pixel data from the input neuron via 

five types of layers (Fig. 7): 

1. Convolutional layers filter the input neurons, yield a 

single output neuron for each subset, and then apply 

a ReLU activation function to the output neuron to 

acquaint nonlinearities. 

2. Pooling (down-sampling) layers downsample the 

input neurons from the convolutional layers to 

reduce the dimensionality of the features and 

decrease its processing time. A commonly used 

pooling algorithm is max pooling, which extracts the 

maximum value from each subset of the input 

neurons and discards all other values [19].

 

 
Fig. 7. Layers in a typical CNN for image classification [18] 

3. Dropout layers randomly drop out neurons from the 

network. The network becomes less sensitive to the 

specific weights of neurons so that the network 

achieves better generalization and avoid overfitting. 

4. Flatten layers convert all two-dimensional arrays 

into a single long continuous linear vector. 

5. Dense (fully connected) layers classify the features. 

In the final dense layer, a single neuron is assigned 

for each target class in the CNN model by using a 

softmax activation function. The softmax values of 

an image are the relative measurements of how 

likely the image falls into each target class [20]. 

An artificial neuron is calculated using the weighted sum 

function to decide whether it should activate or not. For 

convolutional neural networks, there are few activation 

functions that can be considered throughout the layers: 

1. ReLU function [21]  

𝑓(𝑥) = {
𝑥 , 𝑖𝑓 𝑥 > 0
0 , 𝑖𝑓 𝑥 ≤ 0

 
(2)  

ReLu is ranging in [0, ∞). It is half rectified and therefore 

the network is smaller, therefore it does not train the 

negative values appropriately. 

2. Softmax function [21]  

𝜎(𝑥)𝑖 =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑖𝑖

 

Softmax calculates the probabilities of each target class 

over all possible target classes. It results in a probability 

range of [0,1] and the sum of all the probabilities will be 

equal to one. 

A simple comparison between artificial neural networks 

and convolutional neuralnetworks is summarized in Fig.8. 
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Fig. 8.The comparison of convolutional neural networks 

and artificial neural networks 

By taking into consideration the factor of overfitting and 

complexity of the algorithm, we selected CNNasour 

algorithm to be used in this paper. 

• Overfitting 

CNN works well in generalizationwithless 

overfitting as compared to ANN which has a higher 

probability of overfitting. 

• Complexity 

CNN has lower complexity which reduces the 

resources required for computation. In addition, the 

lower complexity makes it apreferred algorithm for 

understanding the learned layer. 

3. Methodology 

Python is an open source, a high-level programming 

language for general-purpose programming. Due to its 

user-friendliness, simplicity and fast prototyping, it has 

become the most popular programming language among 

data scientists. It has powerful statistical and numerical 

packages e.g. numpy and pandas to read andmanipulate 

data accuratelyandefficiently. It also has a handy machine 

learning package calledscikit-learn. In this paper, we are 

going to build a CNN model using the aforementioned 

packages. Python has Tensorflow and Keraswhichcan be 

used for the development of an efficient deep learning 

model. The extensive libraries show that python has 

mature support for data science, hence we selected Python 

as our implementation language to perform data analytics 

and machine learning in this paper.  

Our proposed system consists of two processes. First, we 

need to recognize the regions that contain digits in a 

cheque. We are interested in extracting digits from 3 

fields (i.e. date, amount and account number). This step 

involves recognizing the interested fields in a cheque and 

extracting the handwritten digits into individual images. 

Second, we need to train a model to recognize the images 

of handwritten digits and classify them accordingly. In 

this section, we will start with the process of building and 

training a CNN model for the digit recognizer, then 

proceedto digits extractions from the cheque. 

MNIST dataset has a good collection of handwritten 

digits. The train set contains 60,000 rows of data whereas 

the test set contains 10,000 rows of data. The binary data 

is available at Yann’s home page [7]. In this paper, we 

will use MNIST dataset to build out digit recognizer as a 

proof of concept. To demonstrate the real-life situation 

where the input is a real image, we have extracted 70,000 

PNG images [22] and converted them into the 28*28 

matrix in numpy. Fig.9 shows the shape of a sample 

image, its real representation, and matrix visualization. 

 
Fig. 9.A random example from MNIST 

MNIST has a balanced distribution of class labels. The 

difference ineach class label is not significant. It is a good 

dataset to study pattern recognition method on real-world 

data. 

 
Fig. 10.The bar chart shows the distribution of the class 

label (0 to 9) 

In this paper, Keras and Tensorflow are used to build our 

CNN model. Keras is an open source, high-level neural 

network library. It provides a set of APIs to run different 

neural network backbones such as Tensorflow and 

Theano. Tensorflow is an open source library for numeric 

computation and dataflow programming developed by the 

Google Brain team. It uses the dataflow graph to represent 
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complex mathematical operations on multidimensional 

data arrays. Tensorflow is particularly useful in designing 

deep neural network models[23]. While Tensorflow is 

harder to interpret, Keras provides a user-friendly layer on 

top of Tensoflow. It optimizes the modeling process and 

reduces the complexity associated with experiments. 

The sequential API in Keras provides a method to model 

the neural network layer by layer. It is a linear stack of 

layers. Depending on the design, the layers will vary for 

each problem. In this paper, our CNN starts with an input 

layer to accept 28*28*1 array, followed by2 

convolutional layers with 32 bits filter and 6*6 kernel 

size. This means that these layers will scan through the 

6*6image and the output would be a 32 convolved feature 

set. A typical activation function selected for the 

convolutional layer is ReLu. 

The fourth layer is a pooling layer for downloading 

sampling purpose. With the pool size of 2*2, it will look 

at the neighboring pixels, pick the maximal value and 

eliminate the minimal value. Pooling layer helps to reduce 

the feature dimensionality, which can improve the 

computational efficiency. 

 
Fig. 11.Conv layer extracts the output matrix from the input matrix[24] 

 
Fig. 12.Sampling the neighboring pixel and select the 

maximal value[25] 

 

In the fifth layer, drop out is a technique to prevent over-

fitting in the neural network. By randomly ignoring some 

neurons during the training process, the accuracy will be 

decreased on the training set. It trades the training 

performance for better generalization in test set or future 

data. This CNN model willbe a generalized model to 

predict unseen data, not only fit into the MNIST dataset. 

 

Once the features are extracted and learned, flatten layer 

will turn this 3d matrix into a 1d matrix and prepare for 

classification. The output layer is a dense layer with a 

softmax activation function. The output is an array with 

10 binary variables, indicating the predicted label (0 to 9) 

of the input data. With such a model, the accuracy on the 

test set was 98% in 10 epochs. 

 

To improve the model performance, data augmentation is 

applied to this model. The key idea is to artificially 

transform MNIST data and make the existing dataset even 

larger. It will also help to avoid the issue of over-fitting. 

The chosen settings are randomly zoomed in the image by 

15%, shifted horizontally by 10% and shifted vertically 

by 10%. Moreover, few more layers are added to our 

model. Deeper convolutional and pooling layers will look 

at a smaller region and extract even more features. Fig. 14 

shows the architecture of our final model.By utilizing 

GPU processing on NVIDIA CUDA, the time spent of 

each epoch is shorter from >= 150 seconds on Intel i7 

7700 to 10 seconds on GTX 1060 3GB.The final accuracy 

is 99% on the train set, 99.17% on the validation set and 

99.65% on the test set.Fig. 15 shows the confusion matrix 

on the test set. This trained model will be stored into .h5 

format for later usage.

 

 
Fig. 13.Randomly ignore some nodes by dropout layer[26] 
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Fig. 14.The architecture of our CNN model 

 
Fig. 15.Confusion matrix on the test set 

Once the model is ready, we can proceed to digits 

extraction from a cheque. To mimic a real-life situation, a 

cheque template is created for this paper. We manually 

write the amount, date and account number. After that, 

both sides of the cheque will be captured by using a 

phone’s camera. In the banking industry, they use a 

dedicated scanner to scan a cheque into the system. This 

provides aclearerimage than a camera photo without 

affecting by the light condition.  

 

 

 
Fig. 16.Cheque template, front and back side 
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First, we start with the front side of the cheque. We are 

interested in two particular parts: date and amount field. 

Both have the same background (i.e. light gray color). At 

this point, we will do a step by step cropping to retrieve 

the interested fields. First of all, we need to extract the 

main body of this cheque with yellow color and remove 

irrelevant contents. This can be done by using the “find 

contour” in OpenCV. We can filter out the interested area 

by using a mask. The mask here is in yellow color. Once 

we recognize the main part of the cheque, then we can 

extract the largest and second largest contours in that 

image by using a light gray mask.  The largest contour is 

the amount field, and the second largest contour is the 

date field. Fig. 17 shows the trimmed cheque, the amount 

field, and date field.  

 
Fig. 17.Trimmed cheque front side, amount field, and date 

field 

For the back side, we are interested in the account 

number. Same as the front side, we trim the cheque by 

finding the largest yellow contours, then we select the 

second largest contour to determine the account number 

field. The reason wechoosethe second largest is that the 

largest light gray region is the reserved areaforthe 

appropriate bank official to write something. 

 
Fig. 18.Trimmed cheque back side and account number 

field 

Colour does not matter in our digit recognizer, so we will 

convert the 3 interested fields into a grayscale image.  

 
Fig. 19.Amount, date and account number in grayscale 

Our CNN model is trained using the MNIST dataset i.e. 

the digit in white and background in black color. Now we 

convert our images into that pattern.  

We are going to extract each individual digit from the 

images. By using find contour, we can know how many 

digits are present in an image. It will split the images 

based on the boundary of white color. Furthermore, we 

filter out the image that is smaller than 3x3 because it is 

likely to be noise and not a digit. The digits will be 

sortedusing x-axis to get the original sequence. For each 

digit image, black color padding will be added to 

centralize the digit. Moreover, all images will be resized 

into 28x28 to match the size of the MNIST images. Fig.21 

shows the first character extracted from each field.  

 
Fig. 20.Amount, date and account number in black and 

white 

 

 
Fig. 21.First digit for amount, date and account number. 

Once all individual digits are extracted into separate 

images, we thenconvert it into a numpy array and put into 

our pre-trained CNN model for classification. Below is 

the predicted value of each field versus the actual value.  

 Actual Predicted 

Amount 1934 1734 

Date 210818 210818 

Account No 1374590890 1374570890 
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From the result, we can see that this model has an issue in 

predicting 9. It misclassified two of the '9s' into '7s'. To 

further improve the result, we can put more training data 

for ‘9’ and ‘7’ to re-train the model. The overall 

performance in this experiment is 18/20 = 0.9. Fig.22 

shows the 2 misclassified images for ‘9’. 

 
Fig. 22.Two misclassified images, actual is 9 but 

predicted is 7 

4. Result and Discussion 

We used the open source tool, Python which contains 

useful libraries and CNN algorithm to develop our digit 

recognizer model. Using OpenCV, image pre-processing 

was applied to extract the series of digits from a cheque 

image. Overall, the model performed very well with an 

accuracy of 99.65% on the test dataset and 90% for our 

experiment were on sample cheques.By using GPU, the 

model performedeven betteron computation as the 

training time was approximately 100 seconds and less 

than 3 seconds for model evaluation. 

In this paper, our objective wastosimplify the manual 

process of cheque deposition, by 

developingadigitrecognizerwhichis capable of reading 

handwriting digit.We have shown that it is feasible to 

replace the process of manual input payee’s bank account 

number and cheque amount during cheque deposition. 

With referenceto the obtained result, the accuracy of our 

model shows the efficiency of the proposed digit 

recognizer. However, the reliability of our modelcan 

beimprovedusingreal-world digit  

 

Fig. 23.Proposed new process of cheque deposit with 

build-in digit recognizer at self-service cheque deposit 

machine 

image from the cheque. Using only MNIST dataset to 

train our model is not enough for our use case. Fig. 23 

illustrates the proposed process of cheque deposit with 

build-in digit recognizer at self-service cheque deposit 

machine. 

5. Conclusion 

In this paper, a system is developed to extract the digits 

from cheque and which are classified using the CNN 

model. The accuracy of our CNN model is 99.65% while 

testing on MNIST test dataset, and 90% while testing on a 

sample cheque. Given a cheque image, this application is 

able to recognize fields of interest, as well as extract the 

digits accordingly and classify the value of the series of 

digits. This application can help the banking industry 

improve its cheque deposit process. However, no mistake 

is allowed during this process. A single mistake from the 

system can cost the bank a lot financially. If the wrong 

amount of money is being transferred or money is 

transferred tothewrong account number, the bank may 

lose its trust and reputation by clients.  In practice, 

accuracy should be more than 99.999%. This can be 

improved by increasing the digit sequenceof the training 

datasetissued to CNN model. 
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