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**Abstract**—Communication system can perform different types of services in communication network. LTE-Advanced system allocates radio resources for these services through a radio resource manager (RRM). Different types of services, such as real time (RT) services, non-real time (NRT) services, control signaling, are dynamically active in network and therefore these services require dynamic resource allocation for transmitting corresponding data packets. A scheduler in RRM needs to satisfy demand of these services with limited radio resources. Therefore, scheduler should be efficient in performing radio resource allocation in such dynamic environment. Current paper proposes, in a LTE-Advanced network, a resource scheduling method for managing different services. Proposed method tracks adaptive behaviors of communication services based on number of active users, data buffer status, channel condition. Results of proposed method are compared with existing methods and it is shown that current solution provides better results than existing methods.
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**INTRODUCTION**

LTE (Long Term Evolution) is a fourth generation (4G) technology developed from GSM (2G) and UMTS (3G) telecommunication technology. LTE is a 3GPP standard. High mobile data utilization, mobile gaming, high multimedia applications, web 2.0, mobile television etc. are main inspiration to develop LTE (4G) standard. It provides high throughput up to 300MBPS in downlink and up to 5MBPS in uplink. It is a complete packet switching (PS) system implementing an OFDM technology. LTE standard does not fulfill International Telecommunication Union (ITU) recommendation. So, it is not a complete 4G technology, rather it is a 3.9G technology. Therefore, LTE is further evolved as per guidelines of ITU and called as LTE-Advanced (LTE-A) i.e. a true 4G technology. LTE-Advanced provides up to 1GBPS data rate in downlink and up to 500 MBPS data rate in uplink. MIMO, relay technology, CoMP, carrier aggregation etc. provide such higher data rate and low latency in LTE-A.

In LTE, radio resources are divided into time and frequency resource elements. Resource elements in time axis are divided into number of OFDM symbols and in frequency axis are divided into number of sub-carriers. Resource element (RE) is a smallest resource unit, which occupies a single sub-carrier and an OFDM symbol. A resource block (RB) is a minimum resource allocation unit to any single user. One resource block occupies 12 sub-carriers and 6/7 OFDM symbols. Therefore, a resource block can have total 72/84 resource elements. The technology supports flexible bandwidths such as 1.4MHz, 3MHz, 5MHz, 10MHz, 15MHz and 20MHz. Each bandwidth can have different number of resource blocks i.e. 6, 15, 25, 50, 75 and 100 resource blocks (RBs) respectively. LTE standard suggests five different physical channels in downlink, which are PDCCH, PDSCH, PBCH, PCFICH, and PHICH [1]. PDCCH channel is a control channel and PDSCH channel is a shared data traffic channel. Number of resource blocks are allocated to these channels in 1ms transmit time interval (TTI) sub-frame [2]. A LTE radio frame of 10ms contains total 10 sub-frames, each of 1ms. Each sub-frame [3] contains two resource blocks (RBs) of 0.5ms duration. Figure 1 suggests radio resource block structure according to LTE technology.

There are number of resource allocation methods are available in literature. Different survey papers suggest [4-6]...
different scheduling methods utilize in LTE. Figure 2 suggests a general resource allocation block diagram. Radio resource manager (RRM) is a main component for scheduling resources. A packet scheduler or PDSCH scheduler allocates resources based on various parameter considerations, such as channel condition, buffer status, queue length, previous average data rate, fairness, delay etc.

![Figure 2: a general traffic scheduler](image)

In survey papers, various methods for resource scheduling are explained. Research paper [7] shows performance comparison in basic techniques i.e. proportional fairness (PF) and round robin techniques. It suggests that PF technique provides high fairness but moderate throughput. However, it does not differentiate service types for scheduling perspective. In [8], a way of improving QoS in proportional fairness technique is suggested. Similarly, in [9] also adaptive QoS for PF techniques is described. However, these techniques have not vision to check active service type before resource scheduling. Dynamic service behavior requires dynamic resource allocation. In [10], different types of service and their scheduling are described. It shows optimization techniques for service prioritization in which weights of service types are optimized. However, it does not consider the traffic arrival rate, number of users, channel condition etc. for resource allocation. Weighing factor based resource allocation is also explained in [11]. Data buffer and channel information based scheduling technique is described in [12], which does not consider service types for scheduling. In network, a scheduler should consider service type, its arrival rate, data queue length and number of active users in resource allocation. Current paper proposes a resource scheduler having inter-class scheduler and intra-class scheduler. The scheduler schedules resources based on arrival rate, data queue length and number of active users and channel conditions.

### SYSTEM MODEL & DESIGN

Scheduling model based on proposed method is shown in figure 3. In general, any scheduling model should be proposed such that it reflects practical environment of network. It should be reliable and flexible enough to accommodate various services. Therefore, suggested scheduling model utilizes poison traffic model for different communication services. Poison traffic model[13] is an oldest and robust communication traffic model. In network, various types of services are presented and scheduler should manage its resources according to demand of services. These various services are type of various classes such as real time, non real time etc. There are mainly four types of service classes as shown in table 1.

<table>
<thead>
<tr>
<th>Service class type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Signaling</td>
<td>IMS signaling</td>
</tr>
<tr>
<td>Real time (RT)</td>
<td>Voice</td>
</tr>
<tr>
<td>Non real time (NRT)</td>
<td>Streaming video</td>
</tr>
<tr>
<td>Best Effort (BE)</td>
<td>Email, SMS</td>
</tr>
</tbody>
</table>

Table 1 shows different types of service classes and their examples.

It is considered that current scheduler interacts with these various types of services. Let, each service of class C has mean arrival rate which is represented in terms of poison traffic model. Further, each service of class type C is performed by number of users with total data packet queue length. The poison traffic model equation for any service class Cis defined as shown in equation 1.

$$F_c(t) = M_c Q_c e^{-\lambda t}$$  \hspace{1cm} (1)

To perform a service, it requires sufficient number of resource blocks to transmit its service data packets. Numbers of resource blocks K are depend on available bandwidth in a network. The scheduler schedules K physical resource blocks (RBs) to total M users corresponding to all services. Number of users, M are sum of all users in each service class type.

Each service class C experiences arrival rate through users, wherein each user of class C has its own data packet whose packet queue length is defined as . Total packet length of any service class Cis defined as below.

$$Q_c = \sum_{i=1}^{M_c} q_{ic}$$

$$M = \sum_{c=1}^{C} M_c$$
Figure 3: Scheduler based on proposed method

As shown in figure 3, current scheduler consists of two types of internal schedulers. One of the internal schedulers is an inter service class scheduler which is followed by another internal scheduler i.e. intra service classes scheduler. Inter service class scheduler allocates number of resource blocks for each service class type based on total users, packet length and mean arrival rate. Further, intra service class scheduler allocates selected common resource blocks to its users based on its user packet length and channel condition. Current scheduler allocates resources if condition shown in equation 2 exists.

\[ Q_1 \lambda_1 + Q_2 \lambda_2 + Q_3 \lambda_3 + Q_4 \lambda_4 \leq \text{BW} \]  

The BW is current bandwidth of system. There is mismatch may exist, i.e. required numbers of resource blocks are more or less than BW. Required numbers of resource blocks for services are defined as in equation 3. Note that numbers of resource blocks are depend on system bandwidth i.e.,

\[ \lambda \text{designed} = \frac{1}{K_{\text{desired}}} \]

If \( K_{\text{designed}} \) for number of services is less than bandwidth BW, then number of resource blocks are simply scheduled. However, if \( K_{\text{designed}} \) for numbers of services is greater than bandwidth BW i.e. condition shown in equation 4 exists, it is required to prioritize service classes, so that this above mentioned condition is avoided.

\[ Q_1 \lambda_1 + Q_2 \lambda_2 + Q_1 \lambda_3 + Q_4 \lambda_4 > \text{BW} \]  

Service class prioritization is depend on arrival rate, queue length and number of users. A service class \( C \) can have maximum throughput is decided by bandwidth and signal to noise ratio. Shannon Hartley theorem suggests maximum throughput in equation 5.

\[ C_{\text{max}} = M \lambda \frac{\text{BW}}{N} \log (1 + SNR) \]  

The \( \lambda \) is a total arrival rate of all four types of services classes i.e.

\[ \lambda = \lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 \]  

Expected throughput of all services of different classes is given by equation 7.

\[ C_{\text{exp}} = M_1 Q_1 \lambda_1 + M_2 Q_2 \lambda_2 + M_3 Q_3 \lambda_3 + M_4 Q_4 \]  

Where \( \lambda \) is a resource proportional constant, which value is between 0 to 1. Scheduler allocates the resources if

\[ C_{\text{exp}} \leq C_{\text{max}} \leq C_i \]
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equation, here, we are considering that there are five carriers (maximum in carrier aggregation) can be allocating to users.

The equation updated for carrier aggregation supporting users is:

\[
P_{C_{\text{agg}}} = \frac{M^{\text{ag}}}{Q_{c}} (Q_{1} A_{1} + M^{\text{ag}} Q_{1} A_{2} + M^{\text{ag}} Q_{2} A_{3} + M^{\text{ag}} Q_{3} A_{4})
\]

Here, \( M \) means total number of users of same class and supporting same number of carriers.

SIMULATION AND RESULTS COMPARISION

A. Simulation parameters

Proposed scheduling method is simulated using LTE-Advanced system toolbox in MATLAB. Various simulation parameters are disclosed below which are utilized for proposed method simulation. It is considered that in a LTE cell, users are uniformly distributed. In the centre of the cell, the base station eNodeB is positioned, whereas the users are modeled according to a random mobility model. The simulation parameters and the considered traffic model are provided in table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Number of RBs</td>
<td>50</td>
</tr>
<tr>
<td>Subcarriers per RB</td>
<td>12</td>
</tr>
<tr>
<td>Frame Structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>2.1 GHz</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>10 Sec</td>
</tr>
<tr>
<td>Transmission Time Interval</td>
<td>1000 TTI</td>
</tr>
<tr>
<td>Cyclic prefix</td>
<td>Normal</td>
</tr>
<tr>
<td>UE Mobility Model</td>
<td>Random direction</td>
</tr>
<tr>
<td>Traffic model</td>
<td>Poison Traffic</td>
</tr>
<tr>
<td>Service class types</td>
<td>RT, NRT, Control Data, Best effort flow services</td>
</tr>
<tr>
<td>MCS</td>
<td>QPSK, 16QAM, 64QAM</td>
</tr>
<tr>
<td>Scheduler</td>
<td>Round robin, Maximum throughput, Proportional fair</td>
</tr>
</tbody>
</table>

Table 2: Scheduling parameters

B. Performance calculation parameter

Fairness parameter: This performance parameter provides equal opportunity to users in accessing of resources. The parameter is provided in terms of Jain’s fairness index.

\[
f(x) = \frac{(\sum_{i=0}^{n} x_i)^2}{n \sum_{i=0}^{n} x_i^2}
\]

System Throughput: System throughput at a given time is calculated by the sum of average achieved throughput across all users performing various services such as real time, non-real time and best effort services.

C. Simulation Results:

This section discusses performance of proposed scheduling method based on performance parameters i.e. fairness, system throughput. Different service classes have different priorities. Service class type of control signaling has highest priority, so resource blocks are allocated to control signaling without delay. Further, control signaling information are mainly sent on control channels and remaining three service classes information are sent on shared data channel. So, here in various results show only performance of remaining three service classes i.e. real time, non-real time and best effort services allocated in shared data channel.
Figures 4(a) to 4(d) show throughputs corresponding to different proportional of services i.e. real time (RT) service, non real time (NRT) service and best effort (BE) service.

Figures 4(b) to 4(d) show a comparison of system throughputs corresponding to services i.e. as real time, non-real time and best effort services. Table 3 shows different proportion of services in each simulation corresponding to figures 4(a) to 4(d). It is very clear from figures, the service which has higher proportion in comparing to other services, gets more resources. Dynamic change in service proportion reflected in resource allocation. Figures 4(a) shows real time service receives highest throughput in comparison to other non real time services and best effort services. Figures 4(b) shows best effort services receives highest throughput in comparison to other real time and non real time services. Figures 4(c) shows non-real time service receives highest throughput in comparison to real time services and best effort services. Similarly, in figures 4(d) shows real time service receives highest throughput in comparison to other non real time services and best effort services. In figure 5, fairness comparison of different services. It shows that it service class is fairly scheduled based on corresponding proportion of services i.e. real time services, non-real time services and best effort services. Fairness and throughput are reducing as number of users are increasing, however, current method provides high fairness and throughput at low number of users.

<table>
<thead>
<tr>
<th>Figure Number</th>
<th>Service Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RT</td>
</tr>
<tr>
<td>4(a)</td>
<td>70%</td>
</tr>
<tr>
<td>4(b)</td>
<td>5%</td>
</tr>
<tr>
<td>4(c)</td>
<td>25%</td>
</tr>
<tr>
<td>4(d)</td>
<td>34%</td>
</tr>
</tbody>
</table>
method differentiate service types and allocates resource fairly to each type of services. Best CQI has lowest fairness as it does not consider past throughput of users during resource allocation.

**CONCLUSION**

Proposed method discusses, in a LTE-Advanced, a dynamic resource allocation method based on inter-class scheduler and intra-class scheduler. Inter-class scheduler allocates number of resource blocks to each service based on service class prioritization. A service class is prioritized based on mean arrival rate of poison traffics, number of users and data packet queue length. Then, intra-class scheduler allocates resources to users based on received number of resource blocks from inter-class scheduler. Results of current method are better than conventional techniques. It provides higher throughput and fairness based on service class proportion. In future, an optimization technique can be possible for current method in future as optimization will help in fast resource allocation in current dynamic network.
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